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Problem

● The possible number of classes or items is huge.
● Expensive softmax normalization across the whole catalog of items

○ Normalization goal is to compute the negative log likelihood loss.



In Practice

● To speed up: use negative sampling.
○ Normalize across sampled smaller set of classes or items (with correction)
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In Practice

● To speed up: use negative sampling.
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Can we improve on top of this?



Motivation: Utilizing Item Grouping Structure
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Predicting the next item is hard but predicting the 
next group of items can be easier.

?



How to utilize this grouping structure?

Two Approaches:

● Multi-task learning (MTL)
● Hierarchical classification or softmax (HSM)
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Improving user embedding model?
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Reducing one harder task 
to two simpler tasks?
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Experiments



Data Set 1: Public Behance Data Set (He et al. RecSys’16) 

Attribute



Data Set 2: Proprietary Large-Scale Data Set 



Results

 

Summary: 
MTL and HSM better than both SVDFeature and RNN alone.
But HSM has larger gain.



Results

 

Summary: 
Predicting item groups (attribute) is indeed 
easier than predicting items.
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Predicting item groups (attribute) is indeed 
easier than predicting items.



What if the grouping structure is noisy?

● Does the benefit of HSM still hold?



Results

 

Summary:
HSM is robust to noisy grouping structure, but 
purely random grouping doesn’t improve.



Does this help Cold-start items?

H1: Does HSM have more improvement for the long-tail items’ prediction?



Does this help Cold-start items?

H1: Does HSM have more improvement for the long-tail items’ prediction?

Yes!



Different user generative models?

H2: Does the advantage of HSM generalize across different types of generative 
models of users?



Two Types of User Generative Models

● Single-Level
● Two-Level



Results

 

Summary:
HSM improves in both cases!



Summary

The grouping structure of item 
categorical attributes can be 

used to improve the multi-class 
classification model accuracy in 
recommender systems through 

MTL and especially HSM.



Implications

● For user-centric researchers
○ Multi-level human preference and decision making process?

● For practitioners
○ Dynamic list/slate recommendation
○ Interactive preference elicitation or conversational recommendation
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